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Ou:. previous wérk has demonstrated t! of co*npuker bas::d advisory sy stems. such

2s expert systems and tutoring systems. (See our final report, dated 6/95, summarizing the

resulis from our prewou:, AFOSR contract.) TWe have developeéd methods for automatica
3\

21
‘en questions that were not anticipated when th

e
advisory system was bull We ha\e evaluated our question-answering methods by comparing
“their éxplanations with those written by human experts. using a “Terv test” experimental
design. The resulis were very encourzzing: a separate panel of human experts fme"ed our
mechine-generated explanations only slightly lewer than the human- generated ones. ‘
Despite the eflectiveness: of computer-based advisory systems. a major obstacle prevents
theA: widepread dev elopment and deployment: the knowledge base underlying each system is
emely difficult to build. Although we have built several knowledge bases. in such diverse -
domains as legal reasoning and biology, each one was built “from scratch”, with.little transfer
from other knowledge bases. Despite our consider able e\peue')ce building such systems, our
}ér_z& cnowledge base required about ten man-vears of sustained effort. . R
Our research during the past vear has focused on this problem. \We have dr’-‘\P.O')Pd 'Tmlmm

or build ling knoul°d~e bases from reusable’ components, analogous to the way that large * oqect-
onented software systems are built. We are currently applying our methods to the task of
building a knowledge base in the domain of Distributed Computing; furthermore, we plan to use
" these Lechn1que’< for. our next AFOSR project in the domain of hazardous-waste managenient,
(See our research propo>a1 titled: “Imp.onnc I\nO\xledUe-Based Methods for dwso-v and

1. Support for this research was pronded b) the Air Force Oﬁice of Scientific Research Contract
F59620-95-1 029ﬂ
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1 Overview of the Research

A major cause of the “knowledge-engineering bottleneck” is that building one representation con-
. tributes little to building the next because each is idiosyncratic. We claim this problem .is not
inherent to knowledge engineering; rather, it is a limitation of current technology. Our research has -
developed a new suite of methods suitable for: specifying domain representations as compositions
of abstract reusable components; and assembling these representatlons on demand, to answer
questions. : : : o '
Informally, a component is a description of an object, event, or state, represented as a system of
concepts and relations that are packaged together and manipulated as a smgle unit. Although com-
ponents might be expressed at any level of abstraction (from concrete instances to class prototypes),
~we focus on abstract ones, such as container, that can contribute to many domain representations.
In the spmt of chches, the container component describes an object that: '

partltlons a space into two regions, inside and out51de, permlttmg only two opera-
tions, get and put, to transport objects between these regions, such that the objects
pass through the container’s portal, subject to size and capacity constraints.

Although there are contalners that violate this description (eg. spondes containing water, disks
containing files), this does not reduce the need for reusable representatlons of typical containers, it
only intensifies the need for methods that adapt representations. ‘

. The main challenge for a component-based representation falls on the composition operator:
it must be capable of integrating information from various components, not simply collecting it.
We implement this capability with graph unification, based on a sunllar algorithm for psi-term
unification [?]. Our objective with unification is to syntactlcally merge graphs in a way that - |
- corresponds to merging semantically related information.

We are currently applying this representational framework in two Ways. First, we are con-
- structing an automated assistant for users of distributed computing systems, capable of answering
novice users’ questions.? The assistant contains three simple problem-solving algorithms. The first
generates definitions of computing terminology by assembling component-based representations of
domain concepts and converting them to text. The second performs diagnosis by constructing com-
puting scripts and scanning them for failure points that explain the user’s observations (iterating
between data-gathering from the user and reasoning with information in the KB). The third gener-
ates short plahs for achieving a user’s goals (eg. “how do I reduce the'minimum allowed password

2This project is partially funded by ngltal Equipment Corporatlon with a grant we obta.med through the leverage
of our AFOSR contract.




length”) with a standard means-ends analysis algorithm, using planning operators built compo-
sitionally from the knowledge base. All three systems reason about a user’s specific computing -
situation, represented as an instance graph in the knowledge base. This includes representation of
the user’s particular computing environment (eg. machines, their connectivity, processes running
on them), and any particular activity which is being reasoned about. For exam‘ple, if the user is -
“asking about possible failures in a binding event (say), then an instance of binding event is created
ln the instance gfaph The application systems query the knowledge base for particular pieces of
information about the user’s situation, and the query mterpreter answers those queries by (lazily)
unifying components with the instance graph. ' '
Second, and more 1mportantly, we are in the early stages of constructmg a library of reusable
“components such as communication, containment, exchange, and :mformat:mn. While the li-
‘brary’s contents are primarily being used as building blocks for the computing knowledge base (eg.
a database is composed of container, secure-item and resource), our goal is to formalize the
components in domain-general ways. Once completed the library will fac1htate building knowledge
bases in a variety of domains.

2 Summary

A major obstacle to the widespread: development and deployment of computer-based advisory sys-
tems is the “knowledge engineering bottleneck” — the difficulty of building the knowledge bases
required by the advisory systems. To address this problem, we have developed a novel represen-
tation of components, evolved from a combination of conceptual graph theory and psi-term unifi-
cation. We have illustrated how graph unification, used as a composition operator, can properly

integrate components into a single structure. This approach offers a way ‘to build domain- specxﬁc ‘
representations from reusable components. :
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